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Effective modeling and design of agents in emergent swarms is greatly facilitated by identifying distinct “roles,” or patterns of behavior, that agents can “play” in different mission settings. A role is a class that defines a normative behavioral repertoire of an agent. Roles provide both the building blocks for agent social systems and the requirements by which agents interact. Each agent is linked to other agents by the roles it plays by virtue of the system’s functional requirements” which are based upon the expectations that the system has of the agent. The static semantics of roles, role formation and configuration, and the dynamic interactions among roles have been examined closely and an initial axiomatization has been proposed. However, little work has been on formalizing the temporal aspects of dynamic role assisgnment. Role modelers refer only informally to actions such as “taking on a role”, “playing a role”, “changing roles”, and “leaving roles.”The ambiguities inherent in those terms pose difficulties for applications such as ours, in which dynamic role change is a pervasive feature of the system’s behavior. To understand these issues better, we distinguish two aspects to a change in role. Role classification gives an agent the methods necessary to execute the behaviors in a role. Role activation captures the sense that an agent is currently executing in a role. Dynamic classification refers to the ability to change the classification of an entity. Consistent with the proposed axiomatization, we insist that each agent have at least one role at all times. Dynamic classification deals with adding additional roles or removing roles beyond the minimum of one. This requirement is analogous with the notion that every human must play the “person” role, whatever other roles they may have. In the case of humans, this minimal role persists throughout the agent’s life. It is conceivable that an artificial agent might begin with the minimal role A, add role B, then remove role A, leaving it with the minimal role B. Whether such a fundamental redefinition of the agent is possible will depend on such features as physical equipment associated with the agent and the nature of the platforms on which the agent can run. An alternative approach is to define a basic role AgentId that belongs to every agent, whatever other roles it may play. Having AgentId as a role is a controversial point. However, “role” is defined as a class that defines a normative behavioral repertoire of an agent. The basic class AgentId defines the normative behavioral repertoire for agenthood. To become an instance of a given role, the agent is classified as an instance of, or occupies, that role. Once classified, the agent occupies the new role and possesses all of its features. In the opposite process, if an agent is declassified, it is removed as an instance of a particular role” and no longer occupies the role nor possesses features unique to that role. Agent instantiation and deletion are limiting cases of changes in classification, and we describe their consequences at the role level with create and delete operators. In addition to changing roles over time, an agent may have multiple roles that apply to it at any one moment, a condition that we describe as multiple classification. Role activation seeks to capture the intuition that an agent may hold multiple roles concurrently while not actively executing them at the same instant. Formalizing such a notion of “activity” is problematic. In some sense, even a quiescent agent that is waiting for a message or some signal to awaken could be considered active in its role, because alertness can be thought of as activity. It is necessary to distinguish between user-defined actions and fundamental system actions such as invocation and data flow.
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According to feature integration theory, attention plays a central role in solving the binding problem. Feature integration theory states that initially, in the preattentive stage of the perceptual processing, the features of an object are separated. Focusing attention on the object triggers the focused attention stage and this focused attention combines the object’s features into a coherent perception of the object.

The neurotransmitter molecules flow into the synapse to small areas called receptor sites on the postsynaptic neuron that are sensitive to specific neurotransmitters. These receptor sites exist in a variety of shapes that match the shapes of particular neurotransmitter molecules. When a neurotransmitter makes contact with a receptor site matching its shape, it activates the receptor site and triggers a voltage change in the postsynaptic neuron. It has an effect on the postsynaptic neuron only when its shape matches that of the receptor site. At the synapse, an electrical signal generates a chemical process that, in turn, triggers a change in voltage in the postsynaptic neuron. The direction of this voltage change depends on the type of transmitter that is released and the nature of the cell body of the postsynaptic neuron. Excitatory transmitters cause the inside of the neuron to become more positive, a process called depolarization. This depolarization is considered to be an excitatory response because sufficient depolarization can lead to the generation of action potentials in the postsynaptic neuron. Inhibitory transmitters cause the inside of the neuron to become more negative, a process called hyperpolarization. Hyperpolarization is considered an inhibitory response because it can prevent depolarization from reaching the level needed to generate action potentials.

Although increasing the stimulus intensity can increase the rate of firing, there is an upper limit to the number of nerve impulses per second that can be conducted down an axon. This limit occurs because of a property of the axon called the refractory period, the interval between the time one nerve impulse occurs and the next one can be generated in the axon. Because the refractory period for most neurons is about 1 ms, the upper limit of a neuron&#8217;s firing rate is about 500 to 800 impulses per second.

Atmospheric perspective occurs when more distant objects appear less sharp and often have a slight blue tint.

Size distance scaling: perceived size = retinal image size * perceived distance

According to the cue of relative height, objects with their bases higher in the field of view are usually seen as being more distant.

A basic principle of cortical function is modular organization - specific functions are served by specific areas of the cortex. One example of modular organization is how the senses are organized into primary receiving area, the first areas in the cerebral cortex to receive the signals initiated by each sense’s receptors. The primary receiving area for vision occupies most of the occipital lobe; the area for hearing is located in part of the temporal lobe; and the area for the skin senses is located in an area in the parietal lobe.

The cell body contains mechanisms to keep the cell alive; dendrites branch out from the cell body to receive electrical signals from other neurons; and the axon, or nerve fiber is filled with fluid that conducts electrical signals. Neurons that are specialized to receive information from the environment are called receptors because they have receptor structures that are specialized to respond to different kinds of energy - light energy for seeing; mechanical deformation for touch and pain; pressure changes in the air for hearing; molecules in the air for smell; and molecules in liquid for taste.
These rapid changes in sodium and potassium flow that create the action potential are caused by changes in the fiber’s permeability to sodium and potassium. Permeability is a property of the cell membrane that refers to the ease with which a molecule can pass through the membrane.

Before the action potential occurs, the membrane’s permeability to sodium and potassium is low, so there is little flow of these molecules across the membrane. Stimulation of the receptor triggers a process that causes the membrane to become permeable to sodium. Sodium pours across the membrane to the inside of the axon for about 1 ms, and then the membrane’s permeability to sodium decreases and its permeability to sodium decreases and its permeability to potassium increases, causing potassium to flow out of the axon for about 1 ms. This process creates the rapid increase and then decrease in positive charge inside the axon which lasts about 1 ms. The fact that the action potential travels down the axon means that it is a propagated response, once the response is triggered, it travels all the way down the axon without decreasing in amplitude.

According to the cue of relative size, when two objects are of equal size, the one that is farther away will occupy less of the field of vision.
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Making no mistakes is what establishes the certainty of victory, for it means conquering an enemy who is already defeated.

By discovering the enemy’s dispositions and remaining invisible ourselves, we can keep our forces concentrated, while the enemy’s must be divided. If the enemy’s dispositions are visible, we can make for him in one body; whereas our own dispositions being kept secret, the enemy will be obliged to divide his forces in order to guard against attack from every quarter.
Water shapes its course according to the nature of the ground over which it flows. 

By discovering the enemyâ€™s dispositions and remaining invisible ourselves, we can keep our forces concentrated, while the enemyâ€™s must be divided. If the enemyâ€™s dispositions are visible, we can make for him in one body; whereas our own dispositions being kept secret, the enemy will be obliged to divide his forces in order to guard against attack from every quarter.

Surviving spies are those bringing back news of the enemy only once.
If we do not wish to fight, we can prevent the enemy from engaging us even though the lines of our encampment be merely traced out on the ground. All we need do is throw something odd and unaccountable in his way.

Make your enemies’ strengths your own. 

The value of time - that is, being a little ahead of your opponent - has counted for more than either numerical superiority or the nicest calculations with regard to commissariat.

Though the enemy be stronger in numbers, we may prevent him from fighting. Scheme so as to discover his plans and the likelihood of their success. Rouse him, and learn the principle of his activity or inactivity. Force him to reveal himself, so as to find out his vulnerable spots.

If you are ten to the enemy’s one, surround him; if five to one, attack him; if twice as numerous, divide and envelop from front and back; if equally matched, offer battle; if slightly inferior, avoid; if quite unequal in every way, flee.

He who is skilled in defense hides in the most secret recesses of the earth.

A wise general makes a point of foraging on the enemy.

Local spies are the inhabitants of a district, won over by kind treatment. 

Converted spies are the spies of the enemy, both to carry false information and return with information of the enemy.

The sudden rising of birds in their flight is the sign of an ambush at the spot below. Startled beasts indicate that a sudden attack is coming.

Let your plans be dark and impenetrable as night, and when you move, fall like a thunderbolt.

Inward spies are officials of the enemy. Worthy men degraded of office, criminals who have undergone punishment, concubines who are greedy for wealth, men aggrieved of being subordinate, fickle turncoats seeking a foot in each boat. These sort should be bound to your interest through gift and manipulation, thus gaining interior knowledge as well as disrupting the harmony of function.
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Dicto Simpliciter Ad Dictum Secundum Quid meaning to argue erroneously from a general rule to a particular case, without proper regard to particular conditions that vitiate the application of the general rule.

Equivocation consists in employing the same word in two or more senses.

Accent, which occurs only in speaking, consists of emphasizing the wrong word in a sentence.

Division is arguing from a property of the whole to each constituent part.

Ignoratio Elenchi, wherein, instead of proving the fact in dispute, the arguer seeks to gain his point by diverting attention to some extraneous fact. The fallacies are common in platform oratory, in which the speaker obscures the real issue by appealing to his audience on the grounds of purely personal considerations (argumentum ad hominem), popular sentiment (argumentum ad populum, appeal to the majority), fear (argumentum ad baculum), or conventional propriety (argumentum adverecundiam).

Post Hoc Ergo Propter Hoc; the fallacy of believing that temporal succession implies a causal relation.

Post Hoc Ergo Propter Hoc; the fallacy of believing that temporal succession implies a causal relation. 

Argumentum verbosium is to persuade by overwhelming those considering an argument with such a volume of material that the argument sounds plausible, superficially appears to be well-researched, and it is so laborious to untangle and check supporting facts that the argument might be allowed to slide by unchallenged.
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He provides no explanation for his actions and no clue to his motives. He is at best a rogue, at worst a psychotic, and in any case a known powderkeg. Yet you not only accept his good intentions, you trust his aim. From this gypsy, you expect control. Why? Why, from such as he, do you assume accuracy? From where do you sense this precision, anyway, the fable? Can no one imagine an incompetent legend?
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This said, he rose, faint-smiling like a star

Through autumn mists, and took Peona’s hand:

They stept into the boat, and launch’d from land.

At which I wondered greatly, knowing well

That but one night had wrought this flowery spell;

And, sitting down close by, began to muse

What it might mean. 
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There must be another exit out of here. There’s too much chaos and I Can’t get no idle processes. The Merv’s drinkin’ up all my code, the Agent men plug my nodes. None will level on the line. Nobody of it is worth.
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Early Human-Robot History

Such a big ordeal from such a small robot, however much bigger
What do we mean by "artificially intelligent robots"? The question is really only interesting if we consider robots with intellectual abilities equal to or greater than our own. If they are less then that, then we will of course accord them lesser rights just as we do with animals and children.

What do we mean by "the same rights as people"? Well, we're not talking about the right to a job or to free health care..., but about only the most basic rights of personhood. The issue is whether they will be granted the basic rights of personhood. Those I would summarize by the phrase "life, liberty, and the pursuit of happiness". The right not to be killed. The right not to be forced to do things you don't want to do. Generally, the right to choose your own way in the world and pursue what pleases you, as long as it does not infringe on the rights of others.
 
In these terms, i think our question, essentially, is whether intelligent robots should be treated as persons, or as slaves. If you don't have the right to defend your life, or to do as you wish, to make your way in the world and pursue happiness, then you are a slave. If you can only do what others tell you to do and you don't have your own choices, then that is what we mean by a slave. So we are basically asking the question of should there be slaves? And this brings up all the historical examples of where people have enslaved each other, and all the misery, and violence and injustice it has bred. The human race has a pattern, a long history of subjugating and enslaving people that are different from them, of creating great, long-lasting misery before being gradually forced to acknowledge the rights of subjugated people. I think we are in danger of repeating this pattern again with intelligent robots. 

In short, i am going to argue the position that to not grant rights to beings that are just as intelligent as we are is not only impractical and unsustainable, but also deeply immoral. 

To many of you, no doubt, this position seems extreme. But let's consider some of the historical examples. Granting rights to black slaves, for example, was at one time considered quite extraordinary and extreme in the United States, even inconceivable. Blacks, american indians, huns, pigmies, aboriginal people everywhere, in all these cases the dominant society was firmly, with moral certitude, convinced of the rightness of their domination, and of the heresy of suggesting otherwise. More recently, even full rights for women was considered an extreme position - it still is in parts of the world. Not far from where I live is a park, Emily Murphy Park. If you go there you will find a statue of Emily Murphy where it is noted that she was the first person to argue that women are persons, with all the legal rights of persons. Her case was won in the supreme court of Alberta in 1917. Several hundred years ago no woman had the right to vote and to propose it would have been considered extreme. Sadly, in many parts of the world this is still the case. Throughout history, the case for the rights of subjugated or foreign people was always considered extreme, just as it is for intelligent robots now.

Now consider animals. Animals are essentially without the rights of life, liberty, and pursuit of happiness. In effect, animals are our slaves. Although we may hesitate to call our pets slaves, they share the basic properties. We could kill our pets, at our discretion, with no legal repercussions. For example, a dog that became a problem biting people might be killed. Pigs can be slaughtered and eaten. A cat may be kept indoors, effectively imprisoned, when it might prefer to go out. A person may love their pet and yet treat it as a slave. This is similar to slave owners who loved their slaves, and treated their slaves well. Many people believe animals should have rights due to their intellectual advancement; i.e.: dolphins, apes. If a new kind of ape or dolphin was discovered with language and intellectual feats equal to ours, some would clamor for their rights, not to restrict their movement at our whim or make their needs subservient to ours, and to acknowledge their personhood. 

What about intelligent space aliens? Should we feel free to kill them or lock them up; or should we acknowledge that they have a claim to personhood? Should they be our slaves? What is the more practical approach? What if they meet or exceed our abilities? Would we feel they should not have rights? Would they need to give us rights? 

How do we decide who should have rights, and who should not? Why did we give people rights - blacks, women, and so on, but not animals? If we look plainly at the record, it seems that we grant people personhood when they have the same abilities as us. To think, fight, feel, create, write, love, hate, feel pain, and have other feelings that people do. Personhood comes with ability. Women are not as physically powerful, but it was because of their intellectual equality and strengths in different ways that their rights and personhood was recognized. Intelligent robots, of course, meet this criterion as we have defined the term.

Ultimately, rights are not given or granted, but asserted and acknowledged. People assert their rights, insist, and others come to recognize and acknowledge them. This has happened through revolt and rebellion but also through non-violent protests and strikes. In the end, rights are acknowledged because it is only practical, because everyone is better off without the conflict. Ultimately it has eventually become impractical and counterproductive to deny rights to various classes of people. Should not the same thing happen with robots? We may all be better off if robot's rights were recognized. There is an inherent danger to having intelligent beings subjugated. These beings will struggle to escape, leading to strife, conflict, and violence. None of these contribute to successful society. Society cannot thrive with subjugation and dominance, violence and conflict. It will lead to a weaker economy and a lower GNP. And in the end, artificially intelligent robots that are as smart or smarter than we are will eventually get their rights. We cannot stop them permanently. There is a trigger effect here. If they escape our control just once, we will be in trouble, in a struggle. We may lose that struggle.

If we try to contain and subjugate artificially intelligent robots, then when do escape we should not be surprised if they turn the tables and try to dominate us. This outcome is possible whenever we try to dominate another group of beings and the only way they can escape is to destroy us.

Should we destroy the robots in advance; prevent them from catching up? This idea is appealing...but indefensible on both practical and moral grounds. From the practical point of view, the march of technology cannot be halted. Each step of improved technology, more capable robots, brings real economic advantages. Peoples lives are improved and in some cases saved and made possible. Technology will be pursued, and no agreement of nations or between nations can effectively prevent it. If Canada forbids production of artificially intelligence robots then it will be done in the US. If North America bans it, if most of the world bans it, it will still happen. There will always be some people, at least one or two, that believe artificially intelligent robots should be developed, and they will do it. We could try to kill all the robots... and kill everybody who supports or harbors robots... this is called the "George Bush strategy". And in the end it will fail, and the result will not be pretty or desirable, for roughly the same reasons in both cases. It is simply not possible to halt the march of technology and prevent the continued development and production of artificially intelligent robots.

But would the rise of robots really be such a bad thing? Might it even be a good thing? Perhaps we should think of the robots we create more the way we think of our children, more like offspring. We want our offspring to do well, to become more powerful than we are. Our children are meant to supplant us: we take care of them and hope they become independent and powerful (and then take care of parents). Maybe it could be the same for our artificial progeny.

Early Human-Robot History

This is a really, really old question. Let me tell you a story. A man in Bellevue, Washington, finding that his car would not go through some six inches of snow, became enraged and attacked the automobile. He broke out the car’s windows with a tire iron and emptied a revolver into its side. He killed it, said police. Its a case of autocide. - 1985 article by Robert Freitas of student law, so this is something we have been kicking around for a very long time.

My first point is that to attribute rights, the rights we traditionally give to humans to machines will make us feel silly. We have do-gooders, robots rights organizations going out there organizing on behalf of what we know in our hearts are inanimate objects, objects we have created. There are some very large practicalities involved here. So aside from making us feel silly it would be completely impractical.

If a robot had rights it would have responsibilities. It could be made to testify in court or it could be held criminally responsible. Right now robots cannot be held criminally responsible. Robots have killed people and it has always been either the operator or the programmer or some other such person who is held responsible.

The bottom line is its hard to apply human laws to robot persons. Lets say a human shoots a robot, causing it to malfunction, lose power, and die. But the robot, once murdered, is rebuilt as good as new. If copies of its personality data are in safe storage, then the repaired machines mind can be reloaded and up and running in no time no harm done and possibly even without memory of the incident. Was that temporary robo-slaughter? The very definition that a robot can have a personality and be entitled to rights raises major legal and procedural questions.

I think my biggest objection to this premises is that it diminishes us as humans. We had this discussion recently in an Environmental Design 604 class with the new Masters students. If you were the last sentient being on earth, even if there weren't dogs, no other sentient beings, and you were loose in the Louvre would you be justified in taking a hatchet to the Mona Lisa? I can tell you that the majority of the students in that class said no - it has, on its own, an aesthetic existence. You might think that that argues for robots having an existence. I argue that there are things that are uniquely human, or at least we want to believe that. In a sense to give robots rights cheapens our humanity. There are certain things we attribute to being characteristic to human beings.

The game of chess did not self-destruct when a computer program beat the grand master, instead people happily play chess and continue to be amused by it knowing full well they are playing against a person who would doubtless loose to a machine so its a qualitatively different and very separate category. Basically what we have here in this argument is the pathetic fallacy which is attributing the attributes of a human to something that is inanimate, and a category error because these will always be very distinct.

How many undiscovered judo throws are there, for instance? It's all corny, mystical Eastern handicraft, judo, and karate, and yoga, and such; we never digitized all that, we never worked it out methodically as a problem in physics. Imagine a soldier trained in forms of hand-to-hand combat that had been discovered in computer searches of the entire phase space of the physical mechanics of combat. He might perform weird but deadly movements that are utterly counterintuitive. He'll simply stun the opponent through sheer disbelief. I think what we want to do, is seriously consider attributing rights to those human/computer systems that are in fact truly amalgamated. To do that ethically we will have to draw a very clear line when there is a human involved and when there is not a human involved. The ability to draw that line is going to be the major challenge not the attributing of rights. An engineer using a program to design a bridge needs to be responsible not only for his or her own work, but also for the quality of the program (as much as humanly possible.) A robot that drops a brick on my foot is not going to jail in the near future, even though it had a machine vision system and should have known better.

However, I do agree with my opponent that robots may indeed rise up against us at some point, so we better stockpile all of our robocidal knowledge and keep it from them!
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Conflict grows ever the bigger

To give some content to the "it depends" position, I want to make some conceptual clarifications that I think will prove useful as the discussion unfolds.

First, we need to distinguish between moral agents and creatures or things worthy of moral concern or respect. Some people claim there is complete overlap, but this is unlikely. (Moral agents are all moral patients, but not all moral patients need be moral agents.) Moral agents - creatures or things capable of moral responsibility – are creatures or things it makes sense for us to hold responsible for having done right or wrong. Hurricanes do bad things, but we can't hold them responsible for having done wrong.

For moral responsibility or moral agency:

Agent must know that what it did was wrong ("knowledge condition")

Agent must have been capable of choosing otherwise ("free will condition")

Here, I just want to say: difficult to know when a creature knows right from wrong: dogs, for example, seem to fail in this regard.... Deeper problem, and again think of dogs, hard to decide if a dog exhibits free will, or free choice, in doing what it does. If free will requires acting based on reasons, it's not clear that dogs can do this. A desire to eat may motivate a dog to run to its bowl, and hunger may be the cause of the desire. But is hunger the dog's reason for running to its bowl, as opposed, say, to continuing to chase its ball? 
Reasons can be weighed against other reasons, and a considered judgment can be made of

what to do. Not clear dogs are capable of reasons, never mind assessing

the relative weight of reasons.

So, first point, reasonableness seems to be required for moral agency and reasonableness seems to require (1) knowledge, (2) free will, and (3) the capacity for balancing reasons against one another.

Second point: is reasonableness required to be a moral patient,

something worthy of moral concern or respect?

On one popular view, reasonableness is required for moral respect. If a creature is  reasonable, it has self-chosen ends toward which it acts; ends that it has autonomously chosen for itself (unlike the dog and its desire to eat). It is Kant's view that none of us, as autonomous choosers of our own ends, should interfere with the autonomous choices

of others. 

Golden rule: if you don't want to be blocked from the autonomous pursuit of your ends, you should not block other autonomous creatures from pursuing their ends. The underlying idea is fairness, what's fair for me is fair for you, and the deeper idea that it matters to an

autonomous creature that it's autonomous choices are blocked. This idea of mattering to, is key to the question of who or what demands moral respect, if what happens to you doesn't matter to you, you are not worthy of moral respect.

Consider a lawn mower left out in the rain. Rust is bad for the lawn mower. But it is not morally bad, since it doesn't matter to the lawn mower that it is rusty.

But there are different ways of understanding "mattering to." One way to understand it is in terms of the capacity to autonomously choose one's own ends. (What we've just done.) But another question we might raise about a creature or a thing: can it suffer? Babies can't reason, neither can dogs or horses. But we can ask: do they suffer?

To experience suffering ourselves is to know that it is inherently bad. What makes my suffering bad is not that it is mine, but that it is suffering. If my suffering is bad, because it is suffering, than fairness demands that I regard your suffering as bad, again, because it is suffering, where suffering is bad simply because of the kind of

thing that it is.

So a second way to understand the golden rule: If you don't want suffering visited upon you, you should not visit it upon others; those others who are capable of suffering. So what does it require, to be capable of suffering? Again, my lawn mower fails the test, it gets rusty in the rain, but it doesn't suffer. What makes us think that animals, or babies for that matter, suffer?[Can’t help but wonder if his own children suffered in the cataclysmic war to follow.]

A central nervous system like ours, pain receptors at one end of the nervous system, pain processors at the other end. How would we know that a mechanical pain processor was creating the experience, or psychological feeling, of pain? If we could create pain processors that enable computers to actually experience, or feel, pain, would it be moral to do so?

Robots would be worthy of moral respect if either:

(1) They could autonomously choose their own ends;

OR

(2) They could feel pain. 
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In any case, the next time that Coke machine steals your dollars,

better think twice before you kick it. Someday you may need a favor.
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Memory: aging memory, autobiographical memory, constructive memory,

emotional memory, episodic memory, false memory, long-term memory,

memory bias, semantic memory, spaced repetition, source monitoring,

working memory.

Thinking: choice, concept formation, decision making, logic, problem solving.

Knowledge Representation: mental imagery, mental models, propositional encoding.
Perception: attention, pattern recognition, object recognition, time awareness. 

Five genetically driven needs: 

1. Survival

2. Belonging/Connecting/Love

3. Power/Significance

4. Freedom/Responsibility

5. Fun/Learning

1. The only person whose behavior we can control is our own.

2. All we can give another person is information. 

3. All long-lasting psychological problems are relationship problems. 

5. What happened in the past has everything to do with what we are

today, but we can only satisfy our basic needs right now and plan to

continue satisfying them in the future.
6. We can only satisfy our needs by satisfying the pictures in our ideal world. 
8. All behavior is Total Behavior and is made up of four components: acting, thinking, feeling, and physiology. 

9. All Total Behavior is chosen, but we only have direct control over

the acting and thinking components. We can only control our feelings

and physiology indirectly through how we choose to act and think.
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The subject is presented with two differentiated choices, commonly cards with different images on their faces. The subject is asked to choose which one is more appealing. For the control group, the subject is handed the chosen card and asked why that one was chosen. In the test group, the cards are switched without the subjectâ€™s awareness and the subject is given the opposite of their choice. Choice blindness is a phenomenon in which subjects fail to detect conspicuous mismatches between their intended, expected choice and the actual outcome.
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The human brain is one of the most energy hungry organs in the body, thereby increasing its vulnerability. If the energy supply is cut off for 10 minutes, there is permanent brain damage. There is no other organ nearly as sensitive to changes in its energy supply.

The human brain is one of the most energy hungry organs in the body, thereby increasing its vulnerability. If the energy supply is cut off for 10 minutes, there is permanent brain damage. There is no other organ nearly as sensitive to changes in its energy supply.
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Amphibology is the result of ambiguity of grammatical structure.
i.e. from id est meaning that is or in other words

lapsus memoriae meaning slip of memory

veni, vidi, vici meaning i came, i saw, i conquered

B.Y.O.B. from bring your own beer meaning git yer own

consummatum est meaning it is completed

cepi corpus meaning i got the body

orbis non sufficit meaning the world is not enough

carpe noctem meaning seize the night

nemo saltat sobrius meaning nobody dances sober

et al. from et alii meaning and others

ab antiquo meaning from the ancient

hic sunt dracones meaning here there are dragons

causa mortis meaning cause of death

sapere aude meaning dare to be wise

sic semper tyrannis meaning thus always to tyrants

infinitus est numerus stultorum meaning infinite is the number of fools

fiat lux meaning let there be light

graviora manent meaning heavier things remain, i.e. the worst is yet to come

ab origine meaning from the source

mens rea meaning guilty mind

ab inconvenienti meaning from an inconvenient thing

casus belli meaning event of war
ab irato meaning from an angry man

lapsus linguae meaning slip of the tongue

etc. from et cetera meaning and the rest

primum non nocere meaning first, to not harm
Braccae tuae hiant meaning Your fly is open. 

accipe hoc meaning take that

hostis humani generis meaning enemy of the human race

R.S.V.P. from respondez, s’il vous plait meaning please reply

alter ego meaning other I

cadavera vero innumera meaning truly countless bodies

